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#### Abstract

The photoluminescence intermittency (blinking) of quantum dots is interesting because it is an easily measured quantum process whose transition statistics cannot be explained by Fermi's golden rule. Commonly, the transition statistics are power-law distributed, implying that quantum dots possess at least trivial memories. By investigating the temporal correlations in the blinking data, we demonstrate with high statistical confidence that there is nontrivial memory between the on and off brightness duration data of blinking quantum dots. We define nontrivial memory to be statistical complexity greater than one. We show that this memory cannot be discovered using the transition distribution. We show by simulation that this memory does not arise from standard data manipulations. Finally, we conclude that at least three physical mechanisms can explain the measured nontrivial memory: (1) storage of state information in the chemical structure of a quantum dot; (2) the existence of more than two intensity levels in a quantum dot; and (3) the overlap in the intensity distributions of the quantum dot states, which arises from fundamental photon statistics.
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## I. INTRODUCTION

Quantum dots (QDs) are nanoscale semiconducting crystals [1-3] with a major role in developing energy-efficient technology [4,5]. When used as light-emitting diodes, QDs can be synthesized to emit light at precise colors which has resulted in the production of high-quality displays [6]. An attractive advantage in using QDs for everyday and commercial use is that they outperform conventional LEDs in terms of output and cost efficiency [7], allowing spaces to be lit for less.

Despite these promises, the integration of QDs into scalable lighting applications is limited by intermittent photoluminescence known as blinking [8-11]. The blinking phenomenon is observed over a variety of QDs with different compositions [12,13], and results in periods where an excited QD enters an off state and no longer emits photons [14]. The intermittent lack of photons makes lighting less efficient [12,15], and hence mitigating blinking is widely studied.

To mitigate blinking, it is necessary to understand the physics and chemistry behind the phenomena. Blinking is generally characterized from data by employing statistical methods like duration distributions [9,16], power spectra [17], or autocorrelations [18-21]. A number of chemical and physical pathways have been proposed to contribute to blinking using these methods [8,13,14,22-24]. A possible way to better understand the blinking process is to look for correlations in the blinking patterns, i.e., characterize the blinking using information linking the past and future blinking behavior in a time series. Such correlations are often referred to as memory

[^0][25]. Information theory reveals that the memory in a data sequence requires special tools to infer it, and is inaccessible via the aforementioned statistical methods [26].

In this paper, we show that the on and off duration sequences in a blinking quantum dot indeed have memory. We do this by using methods from computational mechanics which infer memory from data [27-29]. We use hypothesis testing to show a model with trivial memory is a significantly worse explanation of the data than a model with nontrivial memory. Importantly, the model with trivial memory is rejected, even though it is an exact fit to the distribution of blinks.

We then relate the observation of blinking memory to a number of processes which may be acting within the QDs in our analysis. Our methods are applicable to a wide range of chemical systems, and function as a flexible and scalable stepping point for future memory-based analyses. We aim that the ability for memory to be associated with specific chemical processes can ultimately serve as a diagnostic tool for the improvement of QD synthesis techniques, and overall output quality.

The manuscript is structured as follows: Sec. II A is a brief description of the QD blinking data used in this study, in addition to the elementary processing needed to separate the brightness states. Section II B covers the on and off state durations and the statistics which they exhibit. It focuses on the power-law behavior observed in some blinking QDs, and how it relates to searches of memory. We then look at how memory is described in Sec. III A and how it can be inferred from on and off duration data in Sec. III B. We also cover how hypothesis testing can compare different models of memory in Sec. III C, before applying this methodology to the on and off duration blinking data. The main results are shown in


FIG. 1. A flow chart representing data collection and processing. (a) A laser provides a beam of light which excites quantum dots that emit luminescence. The luminescence photons are converted to electrical pulses using an avalanche photodiode. (b) A nanosecond resolution clock records the time when electrical pulses are received. (c) The data is divided into time bins with width $\Delta t$, chosen to maximize contrast between the peaks in the histogram of intensities (f). The number of photon arrival times in each bin is computed. (d) Each time bin is classified by using an intensity threshold $I_{\text {thresh }}$ to determine if the quantum dot is on or off during the time bin. (e) The duration of on and off states is computed. (f)-(h) Summary data taken from QD4@200 nW. (f) Intensity histogram obtained by binning arrival times over 10 ms windows. Dashed line marks the intensity threshold, taken to be at the minima between the on and off peaks. (g) Portion of the intensity trace of the blinking QD. Solid line indicates the recorded intensity over time with clear indications of the blinking intermittency. (h) Distribution of state durations graphed on a log-log scale. Data exhibits linear behavior characteristic of power-law-like statistics

Sec. III D, followed by a discussion on potential sources for the observed memory in Sec. IV, with simulated examples.

## II. QUANTUM DOT DATA AND TREATMENTS

## A. Data collection and processing

We start by covering only the essential details of QD synthesis and measurement necessary for this study. Further elaboration may be consulted from Ref. [8], with Supplemental Material showing summary plots of all quantum dot data recordings used in this study found in Ref. [30].

Our study used core-shell $\mathrm{CdSe} / \mathrm{Cd}_{x} \mathrm{Zn}_{1-x} \mathrm{~S}$ quantum dots, previously synthesised $[31,32]$ and measured in Ref. [8]. A total of 7 identically prepared quantum dots were each excited with a pulsed laser diode, and measured over excitation powers ranging from 100 nW to 600 nW . The photoluminescence of single QDs was collected using a microscope onto an avalanche photodiode detector. A nanosecond-resolution clock was then used to record the times of photon arrivals coming from an excited QD. We binned the photon arrival time measurements into 10 ms intervals to convert them into a sequence of intensities

$$
\begin{equation*}
\mathbf{I}=\left(I_{1}, I_{2}, \ldots, I_{k}, \ldots\right) \tag{1}
\end{equation*}
$$

as shown in Fig. 1(c). An example of the intensity histogram for a blinking quantum dot is shown in Fig. 1(f).

Most blinking dots generally feature two prominent peaks in intensity distributions: one corresponding to a bright/on state and the other corresponding to a dark/off state. In the bright state, photons arrive in the detector with a rate $\lambda_{\mathrm{On}}$, while the dark state has an arrival rate $\lambda_{\text {Off }}$ that is governed by background. Quantum dots with high emitting rates that spend the majority of the measured time in the on state, typically exhibit a large amount of bright counts relative to
dark. This is observed by the relative heights of the two peaks in the distribution [Fig. 1(f)], in addition to high contrast between the peaks. We found binning photon arrival times over 10 ms windows gave the best contrast between intensity peaks. When investigating the nature of quantum dot blinking, being able to classify a series of intensity data into bright and dark states is a crucial step for understanding the underlying chemical processes. For each quantum dot, this was performed by selecting an intensity threshold $I_{\text {thresh }}$ located at the minima between the bright and dark intensity peaks. For each intensity outcome $I_{k}$ in the measured sequence $\mathbf{I}$ [Eq. (1)], we classified them into on and off states using the threshold, $I_{\text {Off }} \leqslant I_{\text {thresh }}<I_{\text {On }}$, to form a sequence of binary on and off classifications [Fig. 1(d)].

## B. State durations and power-laws

The separation of intensity data into binary on and off states is a common way to explore blinking quantum dots. For example, by scanning through the classification sequence and recording the length of consecutive on and off outcomes, one obtains an alternating sequence of on and off state durations

$$
\begin{equation*}
\mathbf{w}=\left(w_{1}^{\mathrm{On}}, w_{2}^{\mathrm{Off}}, \ldots, w_{k}^{b}, \ldots\right): b \in\{\mathrm{On}, \mathrm{Off}\} \tag{2}
\end{equation*}
$$

shown in Fig. 1(e). The measured sequences of on and off state durations described by Eq. (2) are the primary objects of this study. State durations, where the amount of time $w^{b}$ a quantum dot can spends in brightness state $b$ before blinking can be modeled as a pair of probability distributions $P_{b}\left(w^{b}\right)$. These distributions were regarded to be power-law distributed [9,12,15,16]

$$
\begin{equation*}
P_{b}\left(w^{b}\right) \propto\left(w^{b}\right)^{-m_{b}} \tag{3}
\end{equation*}
$$

where $m_{b}$ is the power-law constant, identified by linear behavior when plotted on a log-log scale [Fig. 1(h)]. The most remarkable feature regarding power-law state durations and blinking behavior, is the range in state durations over orders of magnitude [33]. This means that quantum dots have been observed to blink at timescales orders of magnitudes in difference, from milliseconds to hours [16,34]. Recent studies over a wider range of QD compositions and synthesis techniques have demonstrated the existence of exponential, multiexponential, and quasiexponential distributions for duration statistics $[8,35]$. Identifying the type of distribution present in blinking data has allowed experimenters to relate them to underlying chemical processes, e.g., exponential $P_{b}\left(w^{b}\right) \propto \exp (-C w)$ and power-law durations related to two different blinking mechanisms in Ref. [8].

Fermi's golden rule says that transitions between eigenstates of the Hamiltonian are exponentially distributed. This suggests that, for blinks which are not exponentially distributed, the on and off states are actually collections of multiple eigenstates. If those eigenstates correspond to different chemical structures, then they may tend to occur in certain sequences. For example, changes to surface bonding can enable changes one layer beneath the surface [36-38]. Therefore, there is reason to suspect that additional information can be inferred from the blinking sequence $\mathbf{w}$, than just the distributions from Eq. (3) alone.

Notably, the fact that state duration distributions can often be described by power-law statistics is intriguing in its own right. For example, in statistical mechanics, power-law distributions arise for systems at critical points such as during phase transitions [39]. The appearance of power-law statistics in other fields is similarly attributed to systems of interest whose dynamics are suspected to reside at criticality [40,41], or that are scale invariant [42]. For quantum dots, power-law distributed on and off duration times are related to phenomena such as ageing and nonergodicity [43-45] in the sequences of intensity recordings, which may stem from a variety of physical reasons. As such, some time-averaged quantities derived from the intensity process are prone to being dependent upon the total observation time when the durations are power-law distributed [43-46]. As a result, considering the on and off durations as being drawn from a stationary power-law distribution [Eq. (3)] is a simplifying assumption made in this manuscript. Another central idea surrounding systems with power-law statistics is that they possess high degrees of memory [47]. That is, systems which depend on correlations over multiple points of time in the past [25]. While we unpack the notion of memory in the next section, the main takeaway here is that memory arises in a multitude of complex systems over a breadth of research fields. Some examples range from open quantum systems $[48,49]$ to the firing patterns of neurons in the brain [50,51]. Finding equations which predict the future evolution of systems with memory is difficult, since the past behavior of the system must be taken into account $[52,53]$.

If observing power-law distributions alone truly is the "litmus test" for memory, then one would expect there to be multitime correlations in the power-law distributed on and off state durations of Eq. (2). Ultimately, histogramming any temporal data on a log-log scale and observing a linear trend would be sufficient to mark the presence of memory, and no
other additional tools would be needed. However, this is not the case. There is a body of research which counters the idea that power-law distributions imply a deep structure and high memory. Power-law distributions can arise from an ensemble of independent, random, and unstructured processes, none of which at the individual level contain multitime correlations [54]. Notable examples include, combining multiple exponential distributions together [55,56], and even an ensemble of monkeys on typewriters [57]. Outside of memory, the observation of power-law distributions is also not always sufficient to determine the underlying mechanics that cause it [58]. Even using other statistical treatments such as autocorrelation [18-21] or power spectra [17] are shown to be insufficient to reveal memory in some cases [26]. Ultimately, the ability to infer the presence of memory in the state durations of blinking quantum dots depends on the use of specialised tools.

## III. NON-MARKOVIANITY, COMPUTATIONAL MECHANICS

We aim to infer the memory present in the on and off state duration data that is inconclusive via the observation of power-law distributed on and off durations alone. We describe the specialised tools necessary for this task, in addition to the mathematical framework they entail. We start by defining memory as the amount of past blinking information required to predict the future behavior of the data (non-Markovianity) [27], and how it relates to the length of past observation sequences (Markov order) [53]. We then describe how models can efficiently characterize memory. Next, we explain how to construct these models from data, and which model corresponds to the hypothesis with trivial memory. We then go on to outline the hypothesis testing methods used to reject the null model. Finally, we find that given the data, we can reject models with trivial memory compared to ones which include memory in the data.

## A. Time series and prediction

Regardless of the physical system, inferring the memory of a process requires measurement data to be described as a time series [59]. This means that at each time step $k$ the system is measured and the measurement outcomes $r_{k}$ at each step form a sequence $\mathbf{r}=\left(r_{1}, \ldots, r_{k}, \ldots\right)$. For the case of a blinking quantum dot, general examples of time series could include the sequence of intensity measurements [Fig. 1(c)], but in our work we consider only the sequence of brightness state durations [Fig. 1(e) and Eq. (2)]. Each element of $\mathbf{r}$ is drawn from the set of measurement outcomes, or alphabet $\mathcal{A}$, such that $r_{k} \in \mathcal{A}$. For most applications, the time series $\mathbf{r}$ is considered over discrete time steps rather than continuous, in addition to considering the set of measurement outcomes $\mathcal{A}$ to be finite. When the occurrence of a measurement outcome at a given time step is random, the system generating the time series is a stochastic process [60,61]. The sequential measurements of state durations $\mathbf{w}$ mentioned in Eq. (2) are an example of a stochastic process since they can in general be modeled as random outcomes of a probability distribution. While the exact distribution can vary depending on the physical system being considered, we will assume power-law
distributions following Eq. (3) in this manuscript given the typical observation of multiscale durations. It is important to note however, that although stochastic, measurement outcomes may not appear in a completely independent manner. The probability of seeing a particular outcome in the future may strongly depend on the sequence of outcomes observed in the past. This concept defines the notion of memory when referring to stochastic time series. Being explicitly linked to past/future correlations, memory plays a central role in the prediction of the behavior of stochastic processes [25,53,61].

Relative to an arbitrary time step $k$, we denote the future and the past of a time series as $\mathbf{r}=(\hat{\mathrm{r}}, \vec{r})$. Explicitly the past and the future are $\stackrel{r}{\mathrm{r}}=\left(\ldots, r_{k-2}, r_{k-1}\right)$ and $\vec{r}=\left(r_{k}, r_{k+1}, \ldots\right)$, respectively. Processes which are memoryless follow the Markov property

$$
\begin{equation*}
P\left(r_{k} \mid \overleftarrow{\mathrm{r}}\right)=P\left(r_{k} \mid r_{k-1}\right) \tag{4}
\end{equation*}
$$

which states that future evolution depends solely on the current outcome and not on any of the past observations [25,61]. In general, however, prediction of the immediate future outcome $r_{k}$, requires knowledge of the past $L$ outcomes $\overleftarrow{\mathrm{r}}_{L}:=\left(r_{k-L}, \ldots, r_{k-2}, r_{k-1}\right)$. Systems where this is true have memory, and are known as non-Markovian. Formally stated, non-Markovian systems satisfy

$$
\begin{equation*}
P\left(r_{k} \mid \overleftarrow{\mathrm{r}}_{L}\right) \neq P\left(r_{k} \mid r_{k-1}\right) \tag{5}
\end{equation*}
$$

The length $L$ for when outcome probabilities become independent of past observations of length $>L$ is known as the Markov order [61,62]. For the sequence of state duration data $\mathbf{w}$, this means that predicting the amount of time a QD remains in either the on and off state before blinking is dependent on how long it spent in the on and off state at multiple instances in the past. Processes which follow Eq. (4) are Markov processes and have $L=1$, which we will show is related to a memoryless hypothesis for the blinking.

## B. Memory modeled by HMMs

We aim to develop and perform a hypothesis comparison framework to compare between memoryless and non-Markovian hypotheses. To do this, we need two models which represent the Markovian and a non-Markovian hypotheses. In this section we outline how to construct these models which represent memory in the data.

For non-Markovian systems, Eq. (5) suggests that memory is related to the prediction of a process' future behavior based off past observations, and is proportional to Markov order. Although the difficulty in predicting the future behavior of non-Markovian processes rises exponentially with Markov order, there are efficient ways construct models that represent the underlying memory. For example, not all past observation sequences may result in distinct future behaviors, and hence not every possible past sequence must be remembered by a non-Markovian process.

This was the central idea in work by Crutchfield and Young [27,63], whereby distinct past sequences that caused statistically equivalent future behavior were grouped together. Formally, two distinct sequences of past observations $\overleftarrow{r}_{L}$ and $\overline{\mathrm{r}}_{L}^{\prime}$ of length $L$ belong to the same grouping $S_{i} \in \mathcal{S}$, if the probability of observing a specific future $\vec{r}$ given ${\overleftarrow{r}_{L}}^{\text {or }}{\vec{r}_{L}^{\prime}}^{\prime}$ is
the same. That is,

$$
\begin{equation*}
\grave{\mathrm{r}}_{L} \sim_{\epsilon} \stackrel{\mathrm{r}}{L}_{\prime} \quad \text { if } \quad P\left(\vec{r} \mid \grave{\mathrm{r}}_{L}\right)=P\left(\vec{r} \mid \stackrel{\grave{r}}{L}_{\prime}^{L}\right) \tag{6}
\end{equation*}
$$

where $\sim_{\epsilon}$ indicates that two past sequences correspond to the same partition. The entire collection $\mathcal{S}$ of all the partitions $S_{i}$ are known as the causal states of the process.

Due to the nature of their construction, new causal states are only created when necessary and hence relate to the minimal amount of memory a non-Markovian process needs to store to determine future behavior. In the context of memory, the causal states are the hidden states that a non-Markovian system can be in.

The Shannon entropy $[64,65]$ over the causal states quantifies the minimal number of bits of information required to optimally predict the future behavior of the process. The measure introduced in Ref. [27] is called the statistical complexity,

$$
\begin{equation*}
C_{\mu}:=H[\mathcal{S}]=-\sum_{i} P\left(S_{i}\right) \log P\left(S_{i}\right) \tag{7}
\end{equation*}
$$

and it is the memory of a non-Markovian process.
When the causal states $\mathcal{S}$ are known, the probabilities to transition from one causal state to another $\mathcal{T}$ while observing an outcome $r_{k}$ can be estimated from the data. In general, a collection of states, transitions, and observations is a hidden Markov model (HMM) [60,61,65] and allows the causal states of a non-Markovian process in Eq. (6) to be represented by a directed graph $[27,62]$. When the vertices are the causal states, the edges are the transition probabilities between causal states, and labels on the edges are the observed outcomes, the set $\{\mathcal{S}, \mathcal{T}, \mathcal{A}\}$ is a special class of HMM called an $\epsilon$-machine [27,63]. The $\epsilon$-machine both represents the memory and models future behavior of a non-Markovian time series [Fig. 2(g) ]. For the on and off duration sequences of quantum dots, the causal states have chemical and physical explanations such as the correlations obtained by having multiple brightness states, or varying emitting rates. We examine these examples and more in Sec. IV.

We infer the causal states, $\epsilon$-machines, and complexities $C_{\mu}$ of the state duration sequence data $\mathbf{w}$ by using the causal state splitting reconstruction (CSSR) algorithm [28,66,67]. The $\epsilon$-machine output by CSSR is the model will represent non-Markovian component for the model comparison testing in our study. We will refer to this alternative model as the $\epsilon$-machine model ( $\epsilon \mathrm{MM}$ ) hypothesis.

While we refer details of the algorithm to Ref. [28] and Appendix A, the successful operation of CSSR relies on some key attributes related to the input data. The first, is the algorithm requires as input the maximum length $L_{\max }$ of past sequences to consider for the grouping of past observations in Eq. (6). If the non-Markovian memory contained within the time series has an intrinsic Markov order $L$, then choosing $L_{\text {max }}<L$ results in poor prediction due to the inferred $\epsilon \mathrm{MM}$ not capturing the long-memory correlations in the data. However, CSSR will still produce a model that is consistent with the non-Markovian correlations up to order $L$. Given sufficient data, choosing $L_{\max } \geqslant L$ guarantees convergence on the true extent of non-Markovian correlations.

The second is that given the finite length of data available, there is an upper limit on values of $L_{\max }$ above which the resulting conditional probabilities $P\left(\vec{r} \mid \grave{\mathrm{r}}_{L}\right)$ estimated in


FIG. 2. Flow chart representing the data compression, construction of the AMM and $\epsilon \mathrm{MM}$ models, and model comparison. (a) The duration of on and off states is converted to a sequence of reduced measurement outcomes via the compression rule $\mathcal{C}$ in Eq. (12) to meet the constraints described in Sec. III B. (e) The alternating Markov model for a time series of on and off state durations w. Each gold (right-pointing) arrow is associated with the probability for a specific on duration to be observed at the immediate future time step in the sequence. Blue (left pointing) arrows represent the same for an off duration. The nodes are the causal states. (b) Time series of compressed state durations, ready for the hypothesis testing stage. (f) The AMM fit to compressed data c. Each green (right pointing) arrow represents the probability for the coarse on duration to be observed at a future time step in the sequence. Blue (left pointing) arrows are the same for a coarse off duration. This model is the result of performing the compression $\mathcal{C}$, and results in the same alternating structure, but with fewer measurement outcomes (arrows) as desired. (g) An example of an $\epsilon$ MM inferred from the compressed data by the CSSR algorithm up to a Markov order $L_{\text {max }}$. The graph structure shown here is an example of what is representative in QDs with memory. In general, $\epsilon$ MMs inferred from non-Markovian data have more nodes and are hence more complex than the AMM. (c) Hypothesis comparison stage consisting of the negative log-likelihood $\ell$ (c) and model preference threshold $\Gamma$. The $\ell(\mathbf{c})$ takes the compressed data $\mathbf{c}$, AMM, and $\epsilon \mathrm{MM}$ models as inputs. The threshold is computed by simulating the AMM. (d) Hypothesis comparison decision either shows preference for the AMM, or fails to draw preference between the AMM and $\epsilon$ MM. For each time-series data, $\ell(\mathbf{c})$ is compared to the rejection threshold $\Gamma$ as shown in Eq. (9). Preference over the $\epsilon$ MM hypothesis over the AMM indicates significant non-Markovian correlations in the blinking data.

Eq. (6) will be prone to severe under-sampling. This results in the algorithm creating new causal states for every string of length $L_{\max }$ it encounters. To avoid this issue, the range of permissible past sequence lengths $L_{\text {max }}$ given data of length $N$ is bounded by

$$
\begin{equation*}
L_{\max } \leqslant \frac{\log N}{\log |\mathcal{A}|} \tag{8}
\end{equation*}
$$

where $|\mathcal{A}|$ are the number of unique measurement outcomes in the time-series data $[28,68]$. Generally speaking, the length of data $N$ suitable for CSSR is entirely dependent on the alphabet size and maximum desired Markov order.

For the memoryless or Markovian hypothesis, the corresponding model can be deduced in simple cases. This can be done to anticipate the memory structure of the time series of alternating QD state durations in Eq. (2), should a blinking quantum dot store no information about its past behavior. This is true if on and off state durations $w$ are drawn independently from their respective distributions $P_{b}\left(w^{b}\right)$. The probability of observing the immediate future state duration $w_{k}^{b}$, would only need to know which brightness state $b$ the state duration at the previous time step $w_{k-1}^{b}$ belonged to. With longer past sequences having no bearing on future behavior, a blinking quantum dot with no correlations has an intrinsic Markov order 1.

The minimal memory model therefore consists of two causal states $|\mathcal{S}|=2$, one storing all past sequences with the most recent state durations coming from the on state $\overline{\mathrm{w}}=$
$\left(\ldots, w_{k-2}^{\mathrm{Off}}, w_{k-1}^{\mathrm{On}}\right)$, and the other for past sequences ending in a state duration from the off state $\overleftarrow{w}^{\prime}=\left(\ldots, w_{k-2}^{\mathrm{On}}, w_{k-1}^{\mathrm{Off}}\right)$. Any $\epsilon$-machine that alternates between two causal states always has a memory of $C_{\mu}=1$, and is shown in Fig. 2(e). We refer to the alternating model with $C_{\mu}=1$ as the alternating Markov model (AMM), which can be constructed from alternating data $\mathbf{w}$ by estimating the empirical distributions $\hat{P}_{\text {On }}\left(w^{\text {On }}\right)=v\left(w^{\mathrm{On}}\right) / N_{\text {On }}$ and $\hat{P}_{\text {Off }}\left(w^{\text {Off }}\right)=v\left(w^{\text {Off }}\right) / N_{\text {Off }}$ from time series. The $v\left(w^{b}\right)$ term refers to the frequency counts for the outcome $w^{b}$ in the data, and $N_{\mathrm{b}}: b \in\{\mathrm{On}, \mathrm{Off}\}$ are the total number of on and off symbols in the data respectively. The probabilities from $\hat{P}_{b}\left(w^{b}\right)$ were used as the transition probabilities for the AMM, arranged following the structure in Fig. 2(e). We note that although an AMM and $\epsilon \mathrm{MM}$ when inferred at $L_{\text {max }}=1$ may be the same, this is not always true in general [28].

## C. Hypothesis testing

Complexity, $C_{\mu}$ is the memory of an underlying process, with large values associated with a highly non-Markovian process [Fig. 2(g)]. It is worth noting that while two HMMs can be statistically distinct in the future behaviors they produce, they may share the same $C_{\mu}$ and/or produce the same distribution over outcomes [Eq. (3)]. Figure 3 demonstrates an example of the latter. This highlights the need for being able to statistically compare models when given data. Conducting statistical comparisons that use data to favor models requires


FIG. 3. Examples of two HMMs that have different memory and which result in the same overall state duration distribution $P_{b}\left(w^{b}\right)$. The HMMs can be "read" as follows: Pick a starting causal state (gray node), and follow any outgoing arrow to another causal state. This represents a measurement outcome which occurs with the labeled probability. Green (light) arrows represent on measurement outcomes, blue (dark) arrows represent off outcomes. If a causal state has only one outgoing arrow, then the labeled measurement outcome occurs with probability 1. Repeat these steps from the next causal state and so on, recording outcomes at each transition. (a) Example of an alternating Markov model (AMM) with two possible on and two possible off durations, 1 and 2. (b) Example of a HMM with the same possible on and off outcomes and probabilities as the AMM, but past sequences of length 2 are cloned. Starting from the leftmost state, an on duration followed by an off duration are sampled from the distributions $P_{\mathrm{On}}\left(w^{\mathrm{On}}\right)$ and $P_{\mathrm{Off}}\left(w^{\mathrm{Off}}\right)$. The following two transitions clone the outcomes and then return back to the leftmost state to begin the process again. The on and off duration distributions result the same graph for both models despite the HMM on the right having higher memory. The discrete probability distributions $P_{b}\left(w^{b}\right)$ are left unspecified for a purpose. They could be power-law, exponential, or something else entirely, and the overall structure of the two HMMs would not change. This also highlights that the specific distribution of the state durations does not indicate the presence or lack of memory.
data $\mathbf{r}$, a null hypothesis $H_{0}$, and an alternate hypothesis $H_{1}$. Unlike some other statistical scenarios, examining memory models in alternating sequences of waiting times does not have a built-in or obvious $H_{0}$, nor does it have an obvious complementary hypothesis to the null; hence we used a pair of behaviorally motivated models to conduct model comparison rather than rejection.

To show that quantum dots have nontrivial memory in the blinking durations, our null hypothesis $H_{0}$ is the model with trivial memory, which is the AMM from Sec. III B. This was motivated by the fact that there can be no other $\epsilon$-machine with $C_{\mu}<1$ for a memoryless, alternating time series. However, there are an infinite number of possible HMMs to use as the alternate model for comparison. Hence, selecting the $\epsilon$-machine- the model generated by CSSR, has the advantage that it represents the HMM with the minimal degrees of freedom needed to predict a process with memory [28]. That is, there is no unifilar HMM that is more complex than the AMM but less complex than the $\epsilon \mathrm{MM}$ which to serve as an alternative. Hence choosing the $\epsilon \mathrm{MM}$ forms a suitably motivated alternative model, as the potentially infinite space of HMM alternatives is narrowed down. As such, by using minimal alternatives, we do not consider model comparison tests which penalise for overfitted models since there is no general way to reduce an $\epsilon$-machine to a simpler model without loss of information. Given the AMM as the null model $H_{\text {AMM }}$ [Fig. 2(f)], the $\epsilon \mathrm{MM}$ with $C_{\mu} \geqslant 1$ as the alternative model $H_{\epsilon \mathrm{MM}}$ [Fig. 2(g)], and a general time series $\mathbf{r}$, the negative log-likelihood ratio (nLLR) compares the two noncomplementary models and determines which of the two is
preferred by the data via the rule

$$
\begin{align*}
& \ell(\mathbf{r})<\Gamma \rightarrow H_{\epsilon \mathrm{MM}} \text { preferred over } H_{\mathrm{AMM}}, \\
& \ell(\mathbf{r}) \geqslant \Gamma \rightarrow \text { fail to prefer } H_{\mathrm{AMM}}, \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
\ell(\mathbf{r})=-2 \log \frac{P\left(\mathbf{r} \mid H_{\epsilon \mathrm{MM}}\right)}{P\left(\mathbf{r} \mid H_{\mathrm{AMM}}\right)} \tag{10}
\end{equation*}
$$

is the negative log-likelihood ratio [Fig. 2(c)]. In Eq. (9), $\Gamma$ is the value of the negative log-likelihood which decides the preference of the two models with significance $\alpha=0.01$. The significance characterizes the type-I error (false-positive) probability [Fig. 2(c)]. It is given by

$$
\begin{equation*}
P\left(\ell(\mathbf{r}) \leqslant \Gamma \mid H_{\mathrm{AMM}} \text { true }\right)=\alpha \tag{11}
\end{equation*}
$$

Taken together, Eq. (9) reads as follows: when $\ell(\mathbf{r})<\Gamma$, then the AMM hypothesis is not preferred by the data $\mathbf{r}$, in favor the additional complexity offered by the $\epsilon \mathrm{MM}$ hypothesis which significantly explains the variance in $\mathbf{r}$. When $\ell(\mathbf{r}) \geqslant \Gamma$ then the test fails to draw a preference between the two models [Fig. 2(d)], and it cannot be concluded that including non-Markovianity explains the variance in the data. Such an interpretation offered by the negative log-likelihood takes as a basis that the models being compared are nested. Since all $\epsilon$-machines reconstructed via CSSR are done so beginning with a Markovian model and adding more causal states as necessary, the $\epsilon$ MMs can be considered as containing the AMMs for a set of alternating data. Hence, since the probability of observing a sequence $\mathbf{r}$ given a HMM is efficiently obtained via the forward algorithm [59,69], we were able to compute
the negative log-likelihood ratios with HMM hypotheses in Eq. (10).

Unlike complexity alone, or on and off duration distributions, this statistical framework can determine whether the data cannot be explained by a memoryless process. This only occurs if sufficient data from a non-Markovian process is available (see Appendix B).

## D. Non-Markovian memory in brightness state durations

Each time series of state durations [Eq. (2)] consisted of a sequence of state duration times corresponding to each of the seven quantum dots. Since different QD excitation powers induce different physical (and statistical) behavior [8], we consider data from the $100-200 \mathrm{nW}$ range which is expected to behave consistently (see Sec. IV C 3 for further details). Due to the wide range in the sizes of duration times for blinking quantum dots, the amount of unique measurement outcomes $|\mathcal{A}|$ for each time series was on the order of thousands. As mentioned in Eq. (8), large $|\mathcal{A}|$ limits the capacity of CSSR to infer correlations over long past sequence lengths [28]. To combat this, each time series $\mathbf{w}$ was coarse grained over measurement outcomes [Fig. 2(b)]. We performed this by assigning each state duration $w^{b}$ appearing in a data sequence to a coarse grain symbol, using the rule: $\mathcal{C}: w^{b} \rightarrow c_{x}^{b}$ if $w^{b} \in\left\{\left[10^{x}, 10^{x+1}\right): x=0,1,2, \ldots\right\}$. By using this coarse graining method, each coarse grain symbol $c_{x}^{b}$ corresponded to exponentially increasing intervals of brightness state durations:

$$
\begin{align*}
c_{0}^{b} & =[1,9](\text { short }) \\
c_{1}^{b} & =[10,99](\text { medium }) \\
c_{2}^{b} & =[100,999](\text { long })  \tag{12}\\
c_{3}^{b} & =[1000,99999](\mathrm{x}-\operatorname{long})
\end{align*}
$$

for $b \in\{\mathrm{On}, \mathrm{Off}\}$. Due to the power-law distributed behavior of the state durations $P_{b}\left(w^{b}\right) \propto w^{-m_{b}}$, the coarse symbols shared similar behavior, with "short" duration times $c_{0}^{b}$ appearing most often, and "long" and "extra-long" durations $c_{2}^{b}$ and $c_{3}^{b}$ rare occurrences. While we chose to use 10 as the exponent base for the coarse interval sizes, post hoc tests showed that the main results of this study were unchanged when we used a moderately larger alphabet. The result of this procedure was a time series of alternating coarse on and off state durations:

$$
\begin{equation*}
\mathbf{c}=\left(c_{x, 1}^{\mathrm{On}}, c_{x, 2}^{\mathrm{Off}}, \ldots, c_{x, k}^{b}, \ldots\right) \tag{13}
\end{equation*}
$$

shown in Fig. 2(b). The length of our data $\mathbf{c}$ had a range of $N=[428,1080]$, with a post-compression alphabet size between $|\mathcal{A}|=[6,8]$. Using Eq. (8) the longest searchable memory length was $L_{\max }=3$ or 4 . The $\epsilon \mathrm{MMs}$ inferred from the QD data in this study are valid as we do not violate this bound.

We constructed the AMMs for each time series of coarse duration times, following the procedure in Sec. III B. The $\epsilon \mathrm{MMs}$ for each time-series data $\mathbf{c}$ were inferred with CSSR over the range $\left[1, L_{\text {max }}\right]$, and the non-Markovian memory $C_{\mu}$ recorded. Finally, we performed nLLR tests between the AMM and $\epsilon \mathrm{MM}$ models for each coarse time series, and
recorded the proportion of times the test preferred the nonMarkovian model over the AMM.

Table I shows the non-Markovian memory inferred from the data as a function of probed past sequence length $L_{\text {max }}$. When $L_{\text {max }}=1$, both AMM and $\epsilon$ MMs had trivial memory for all data, and thus the outcome of the statistical test is not relevant to our investigation. We observe that when $L_{\max }>1$, the average memory contained in the coarse state durations of blinking QDs is greater than the minimal $C_{\mu}=1$ hypothesis, within a spread indicated by the standard deviation $\operatorname{std}\left(C_{\mu}\right)$. Overall, the average non-Markovian memory $\left\langle C_{\mu}\right\rangle$ tended to increase with longer past sequence lengths, which could imply that most quantum dots have nontrivial memory. To confirm this, the hypothesis testing revealed that the AMM is not sufficient to explain the majority of the statistical behavior of the blinking. By assuming the minimal memory via AMMs, the measured data is significantly unlikely to occur. Therefore, we find evidence that most quantum dots have above minimal memory.

Because processes which involve memory can be characterized by it, identifying the underlying drivers or conditions of non-Markovian processes can become more distinct when longer past sequence lengths are taken into account [51]. Similarly, the ability for our methods to rule out memory hypotheses can be improved. Experimentally this is achieved by recording longer data. In our study, we were unable to analyze past sequence lengths greater than $L_{\max }=4$ due to the limitations in the length of measured data available [Eq. (8)]. However, the methods presented here are scalable for such future work. At long past sequence lengths, the distinction between memory-inducing chemical or physical effects could be made clearer. Diagnosing which of these effects are present in a QD may be achieved by finding theoretical bounds on the amount of memory they are allowed to induce, and comparing those to observations.

The main results presented in Table I only considered laser excitation powers between 100 and 200 nW for consistent physical behavior [70]. Higher excitation powers of $400-600 \mathrm{nW}$ by contrast, are expected to behave differently. When the laser irradiance is higher, the quantum dot is more likely to capture two photons from the same laser pulse. As a result, sufficient energy is available to overcome the activation energy associated with erasing the memory. The expected effect is less memory in the state durations. We do indeed observe this effect for these excitation powers. At 500 and 600 nW , the AMM hypothesis was always preferred over the $\epsilon \mathrm{MM}$ for all probed past sequence lengths (six data sets at 600 nW , 14 data sets at 500 nW$)$. Similarly, less than half $(11 / 23)$ of the overall data exhibited memory and preferred the $\epsilon \mathrm{MM}$ for 400 nW .

## IV. EXPLAINING NON-MARKOVIANITY IN BLINKING

To justify the presence of non-Markovian memory in the blinking quantum dot data, we simulate several hypothetical blinking processes. We determine if they explain the observed non-Marokvianity in Table I. We show physical or chemical process cause a model which has a simple AMM structure, to gain non-Markovian memory. For each memory candidate presented in this section, we simulate its effect on a toy

TABLE I. Results of non-Markovian memory analysis and hypothesis testing of models for blinking quantum dot data as a function of past sequence length $L_{\text {max }}$. For each time series of coarse-grained on and off state durations $\mathbf{c}$, the proportion of time series which preferred the $\epsilon \mathrm{MM}$ model over the AMM via the nLLR test is shown. $\left\langle C_{\mu}\right\rangle$ and $\operatorname{std}\left(C_{\mu}\right)$ represent the mean and standard deviation respectively, of the non-Markovian memory, averaged over each QD at the specified laser power and probed past sequence length $L_{\text {max }}$. See Table II for supplemental time series and memory inference data for all QDs used in this study.

| Past sequence length $L_{\max }$ | 1 | 2 | 3 | 4 | Laser power |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Proportion preferred $\epsilon \mathrm{MM}$ | $0 / 5$ | $5 / 5$ | $5 / 5$ |  |  |
| $\left\langle C_{\mu}\right\rangle$ | 1.000 | 1.875 | 1.908 | 100 nW |  |
| $\operatorname{std}\left(C_{\mu}\right)$ | 0.00 | 0.43 | 0.40 |  |  |
| $\operatorname{Proportion}$ preferred $\epsilon \mathrm{MM}$ | $0 / 5$ | $4 / 5$ | $4 / 5$ | $2 / 2$ |  |
| $\left\langle C_{\mu}\right\rangle$ | 1.000 | 1.573 | 1.566 | 2.347 | 200 nW |
| $\operatorname{std}\left(C_{\mu}\right)$ | 0.00 | 0.33 | 0.33 | 0.27 |  |

model and show when it strays significantly from the alternating, $C_{\mu}=1$ hypothesis. We perform hypothesis testing for each candidate source of memory based on the negative log-likelihood ratio method outlined in Sec. III C. In this section we also rule out systematic data processing treatments we applied as a source of non-Markovianity. All simulations referred to in this section were performed using self-written MATLAB code.

## A. Poisson toy model

For a nonblinking quantum dot emitting photons at a constant rate $\lambda_{\mathrm{On}}>0$, the probability of observing $n$ photons arriving in the detector over an observation duration $T$ is Poisson distributed:

$$
\begin{equation*}
P_{\mathrm{On}}(n)=\frac{\left(\lambda_{\mathrm{On}} T\right)^{n}}{n!} e^{-\lambda_{\mathrm{On}} T} \tag{14}
\end{equation*}
$$

where the $n$ arrival times are distributed uniformly and randomly over $T$. An $\epsilon$-machine which simulates this process would consist of a single causal state with one self-transition probability corresponding to $P($ Arrival $)=\lambda_{\mathrm{On}}$ and another corresponding to $P($ No arrival $)=1-\lambda_{\mathrm{On}}$. Having only one causal state, a single Poisson process acting alone in this manner is an example of a memoryless process [71,72]. This corresponds to the starting point of our analysis: that the discrete photon arrivals recorded by the clock are Markovian. For the toy model to simulate a blinking emitter, a Poisson process with a background rate $\lambda_{\text {Off }}$ corresponding to the dark state is added. A chosen master observation duration $T$ is then divided into subintervals of size $w$. The sizes of the subintervals are power-law distributed,

$$
\begin{equation*}
P_{b}\left(w^{b}\right)=\frac{\left(w^{b}\right)^{-m_{b}}}{H_{w_{*}^{b}}^{\left(m_{b}\right)}}: b \in\{\mathrm{On}, \mathrm{Off}\} \tag{15}
\end{equation*}
$$

where $m_{b}>1$ is the power-law constant, and $w_{*}^{b}$ is a chosen upper limit on the size of the longest possible subinterval. The constant $H_{w_{*}^{b}}^{\left(m_{b}\right)}$ is the generalised harmonic number and is related to the normalization of the distribution. By choosing unique power-law constants $m_{\mathrm{On}}$ and $m_{\mathrm{Off}}$ in addition to maximum subinterval lengths $w_{*}^{\mathrm{On}}$ and $w_{*}^{\mathrm{Off}}$ for the bright and dark states, we sample the durations $w_{1}^{\text {On }}, w_{2}^{\text {Off }}, \ldots, w_{T}$ until the master interval is filled. The sequence of alternating subintervals are exactly the state duration time series $\mathbf{w}$ mentioned in Sec. II B. The arrival times of a blinking quantum dot
are finally simulated by substituting $w_{k}^{b} \rightarrow T$ into Eq. (14), sampling Poisson arrival times for each brightness duration subinterval in the sequence. Since each Poisson distribution is sampled in an alternating way, the blinking toy model is an example of an AMM described in Sec. III B and shown in Fig. 4, and has $C_{\mu}=1$ over duration times as desired. We note that choice of duration distribution in Eq. (15) does not change the memory of an AMM constructed from duration sequences. As long as the duration times between the on and off states are independently distributed we are free to choose whichever distribution we like. We chose the durations to be power-law distributed to match the general behavior of the on and off duration statistics of the experimental data. This procedure resulted in simulated arrival times of a memoryless blinking QD with highly tuneable photoluminescence behavior. The goal of constructing the simulated blinking QD in this way is that we are able to rule out systematic data processing as a source of the observed non-Markovianity. Recalling the data processing outlined in the aforementioned sections, the two main treatments we applied were the binning of the arrival times to intensities [Fig. 1(c)] and the coarse graining of the brightness durations [Fig. 2(b)].


FIG. 4. Example of the effect of a coarse mapping $\mathcal{C}$ on the alternating Markov model. The AMM on the left is at the state duration level. Gold (right pointing) and blue (left pointing) transition probabilities correspond to the "on" and "off" state duration times, respectively. Coarse graining groups together on and off durations $w^{b}$ into coarse divisions $c^{b}$, represented by the boxes, and results in the AMM on the right. The number and distribution of causal states $S_{i}$ in the AMM before and after coarse graining is the same, and $C_{\mu}=1$ in both cases. Hence, as long as the coarse graining only groups together common on and off states, the Markovian property is preserved.

The first treatment is ruled out via the properties of a Poisson process: for an emitter where photons arrive at a constant rate $\lambda_{\mathrm{On}}$, the probability of observing $n$ photons over any time window is Poisson distributed as in Eq. (14). Binning the nanosecond-resolution arrival times into millisecond windows $\Delta t$ is equivalent to replacing $T$ with $\Delta t$ in Eq. (14), and thus the statistics of the emitter remain Poisson distributed independent of the size of the binning window. Since Poisson processes are inherently memoryless, this implies they also remain so independently of the choice bin size in counting arrival times.

Figure 4 illustrates that coarse graining the measurement outcomes of an AMM does not increase memory. Starting from the AMM, the possible duration times for the bright state are represented by gold arrows stemming from a single causal state $S_{1}$. Similarly, all possible duration times for the dark state are shown as blue arrows stemming from another causal state $S_{2}$. Since all the on and off durations each stem from their own respective causal state, this signals that duration times for an intensity level $\left\{w^{b}\right\}$ are statistically independent and identically distributed under some distribution $P_{b}\left(w^{b}\right)$. Hence, no unique future behaviors are conditional of which specific on and off duration was observed. By applying any coarse graining $\mathcal{C}$ over the duration times in an AMM, the effect is to group transition probabilities stemming from the same state together. The new HMM possesses the same transition structure as the original AMM, where the coarse times in Eq. (12) remain statistically independent, and now identically distributed under some other distribution $P_{\mathrm{On}}^{\prime}\left(c^{\mathrm{On}}\right)$ and $P_{\text {Off }}^{\prime}\left(c^{\text {Off }}\right)$. In both cases, the number and distribution of the causal states is invariant before and after coarse graining, and hence the non-Markovian memory given by Eq. (7) is not affected. The demonstration of memory invariance under both aforementioned transformations secures the observed memory as stemming from the quantum dot's behavior and/or properties, rather than our methodology.

## B. Detector errors

The optics, avalanche photodiode, and clock that collect photon arrival times may have errors which we refer to as "detector errors." To rule out these errors as a cause of memory, we simulated two cases where such errors might be present and examine how a blinking AMM quantum dot may be affected by them. The first is the simple case of background and dark counts, where the photodiode detects a photon arrival when it should not. The second case is the converse false-off scenario, where the detector fails to register a photon when it should. This is possible in experiment via a number of ways. First, large portions of photons are not detected due to the limited numerical aperture of the optical system. Some photons are not detected owing to the quantum efficiency of the avalanche diode. Finally, photons may not be detected if they arrive within the dead time of the avalanche diode or the clock, but this is a typically negligible cause.

Assuming that background and false-off detector errors are memoryless and occur independently of the emitting sample [73], their effect on the memory in the state durations is the respective addition and removal of arrivals at a constant rate $\lambda_{\text {err }}$. For a blinking emitter with photon arrival rates $\lambda_{\mathrm{On}}$ and
$\lambda_{\text {Off }}$, memoryless and independent detector errors will always manifest as a shift in the emitting rates of the brightness states as $\lambda_{\text {On/Off }}^{\prime}=\lambda_{\text {On/Off }} \pm \lambda_{\text {err }}$. Here the result is another memoryless blinking emitter with Poisson photon arrival rates $\lambda_{\text {On/Offf }}^{\prime}$.

The sum of background photons and dark counts are measured by removing the emitting sample. Adjusting the on and off threshold method [Figs. 1(c), 1(d) and 1(f)] to not classify any measured intensity given under that condition as part of the bright state, characterizes this error. While the false-off error rate in a given experiment involves $\lambda_{\text {On }}$, the optical aperture, avalanche photodiode efficiency, and efficiency of the optics used, the false-off rates can generally be neglected by choosing QDs that display sufficiently distinguishable brightness states. There are common cases where false-off rates in a detector could be high enough for the bright peak of an intensity histogram to be shifted down to almost background levels. While this type of data is usually discarded, this effect makes the distinction between the brightness states of the QD unclear which in turn has the potential to shift memory away from the $\mathrm{AMM} C_{\mu}=1$ description. Having obtained data that had a clear separation between the bright and dark states, we find it unrealistic to expect an extreme amount of classification fault our study.

## C. Classification

The lack of distinction between brightness states ultimately does influence the amount of non-Markovian memory one can observe. Therefore, we examine which other processes leading to low contrast of brightness states could explain memory found in the blinking patterns. The following subsections deal with potential sources of non-Markovian memory which all have the effect of introducing an ambiguity in brightness state classification during the thresholding step. We simulate four such cases related to plausible physical or chemical processes which may occur in a general blinking QD and examine their influence on memory $C_{\mu}$, under the change of a key parameter. For each candidate, we inferred an ensemble of $\epsilon$ MMs from the simulated data and performed nLLR tests to find whether the memory structure deviated significantly from the AMM hypothesis.

## 1. Low state contrast

Model. Since we classify brightness states takes by choosing a threshold between peaks on a photoluminescence intensity histogram, the simplest way in which brightness state ambiguity may be introduced is via a process where $\lambda_{\mathrm{On}}$ after whatever error, is sufficiently close to $\lambda_{\text {Off }}$. Overall the effect is realized as an amount of overlap between photoluminescence intensity peaks, which themselves are probability distributions. The photoluminescence intensity histogram peaks are approximately Poisson distributed. This is excluding minor effects which distort the statistics such as excess photoluminescence intensity due to the QD switching brightness states during the binning time window $\Delta t$. Assuming exactly Poisson statistics allows us to construct a similarity rating which describes the overlap between the intensity peaks, and quantifies how indistinguishable the bright and dark states are. While many information-geometric quantities exist which all relate
to a distance between probability distributions [74], the Bhattacharyya coefficient (BC) [74,75] is a well-suited starting point for describing overlap. Given two discrete distributions $\mathcal{P}$ and $\mathcal{Q}$ over some domain $\mathcal{X}$, the BC describes the amount of overlap as the intersected probability between them,

$$
\begin{equation*}
\mathrm{BC}(\mathcal{P}, \mathcal{Q})=\sum_{x \in \mathcal{X}} \sqrt{p(x) q(x)} \tag{16}
\end{equation*}
$$

where $0 \leqslant B C \leqslant 1$, and $B C=1$ implies the distributions are fully overlapped and hence, identical. For the case of the brightness peaks on a photoluminescence intensity histogram, the full intensity distribution $\mathcal{R}$ is normalized instead of the component bright and dark peaks. For the proportion of intensity events coming from the bright distribution $n_{\text {On }}$, the proportion of events coming from the dark distribution is $1-n_{\mathrm{On}}$. The full photoluminescence intensity distribution is then described by a convex combination between the bright and dark Poisson curves ( $\mathcal{P}$ and $\mathcal{Q}$, respectively),

$$
\begin{equation*}
\mathcal{R} \sim n_{\text {On }} \mathcal{P}+\left(1-n_{\text {On }}\right) \mathcal{Q} \tag{17}
\end{equation*}
$$

Referring to the components of the convex mixture as $\mathcal{P}^{\prime}=$ $n_{\text {On }} \mathcal{P}$ and $\mathcal{Q}^{\prime}=\left(1-n_{\text {On }}\right) \mathcal{Q}$, we define the amount of overlap between them as

$$
\begin{equation*}
\operatorname{BCS}\left(\mathcal{P}^{\prime}, \mathcal{Q}^{\prime}\right):=2 \sqrt{n_{\mathrm{On}}\left(1-n_{\mathrm{On}}\right)} \mathrm{BC}(\mathcal{P}, \mathcal{Q}) \tag{18}
\end{equation*}
$$

Constructing similarity between the bight and dark states in this manner has some nice properties, and interpretation. Effectively it is the regular overlap between the distributions normally expected by the Bhattacharyya coefficient, scaled by how balanced the relative heights the bright and dark Poisson peaks are in the full intensity distribution $\mathcal{R}$. The factor of 2 is included such that $0 \leqslant \mathrm{BCS} \leqslant 1$, where $\mathrm{BCS}=1$ implies maximum overlap like for the BC in Eq. (16). Maximum similarity between brightness states is achieved when each state is mixed equally $n_{\text {On }}=1 / 2$, and when $\lambda_{\text {On }}=\lambda_{\text {Off }}$. For Poisson-distributed $\mathcal{P} \sim \operatorname{Pois}\left(\lambda_{\mathrm{On}} \Delta t\right)$ and $\mathcal{Q} \sim \operatorname{Pois}\left(\lambda_{\text {off }} \Delta t\right)$, a closed-form expression [76] is given by

$$
\begin{equation*}
\operatorname{BCS}\left(\mathcal{P}^{\prime}, \mathcal{Q}^{\prime}\right)=2 \sqrt{n_{\mathrm{On}}\left(1-n_{\mathrm{On}}\right)} e^{\left[-\frac{1}{2}\left(\lambda_{\mathrm{On}} \Delta t-\lambda_{\mathrm{Off}} \Delta t\right)^{2}\right]} \tag{19}
\end{equation*}
$$

which we ultimately use to quantify brightness state overlap in our simulations. The $\Delta t$ term in Eq. (19) accounts for the freedom of different choices of arrival time binning windows ( 10 ms in our case).

Simulation. The statistical complexity versus $\lambda_{\text {On }}$ was found by simulating photon arrival times of a blinking QD over a master interval of $T=500000$ time steps, and subdividing it into power-law sized subintervals of duration times with constants $m_{\text {On }}=1.2$ and $m_{\text {Off }}=1.1$. The relative heights between the bright and dark intensity peaks were modulated by allowing the maximum duration of a single bright state subinterval $w_{*}^{\text {On }}$ to iterate between $2 \%$ and $10 \%$ of the master interval $T$. Background rates were fixed to $\lambda_{\text {Off }}=0.1$ arrivals/time step, with the amount of overlap modulated by varying the bright arrival rate between $0.6 \leqslant \lambda_{\text {On }} \leqslant 2.5$ arrivals/time step. To obtain intensity distributions for the each sequence of simulated arrival times, arrivals were binned over $\Delta t=10$ time-step windows. Where possible, we defined on and off thresholds using the same methods outlined in Sec. II A for the data. The BCS for each iteration of $w_{*}^{\mathrm{On}}$
and $\lambda_{\mathrm{On}}$ was calculated. Post thresholding, the simulated data was converted to a sequence of brightness duration times which were then coarse grained using the exponentially scaled bins of base 10 mentioned in Sec. IIID. The $\epsilon \mathrm{MMs}$ and complexities $C_{\mu}$ for the simulations were inferred by passing the coarse-grained state duration time series into CSSR at the longest Markov order $L_{\text {max }}$ available. The relationship between BCS and $C_{\mu}$ is plotted in Fig. 5(a), in addition to the proportion of simulations with memory structure significantly different to the $C_{\mu}=1$ alternating hypothesis as determined by nLLR testing.

Results. Figure 5(a) shows that additional memory above an AMM increases as similarity increases. With a increase in on and off state similarity, the likelihood of observing long brightness durations post-thresholding decreases drastically due to the proliferation of short-length classification errors. Since the area between the on and off intensity peaks corresponds to intensities that have been misclassified, this means long sequences of intensities originally stemming from one brightness state are likely to be interrupted by short misclassifications. For the AMM shown in Fig. 4, the probability of observing a short state duration at time step $k$ was only dependent on which brightness state $b$ a past sequence ended in. With overlap, sequences ending in long durations $\overline{\mathrm{c}}=$ $\left(\ldots, c_{x, k-2}^{b^{\prime}}, c_{\text {long }, k-1}^{b}\right)$ have higher probabilities of producing a short duration in the next time step. Since observing a long duration in the last time step $c_{\text {long }, k-1}^{b}$ causes statistically different future behavior compared to seeing any other duration, new causal states and memory are needed to account for this.

We also observe that all simulations significantly prefer the $\epsilon \mathrm{MM}$ over the alternating model for BCS $\geqslant 0.05$. This suggests that very low overlap is required before the simulated quantum dots can no longer be described by the alternating model. It is likely for the data used in this study to have greater overlap than this. Although additional memory simply due to low brightness contrast is a possible effect in our data, it is one that can be tested for in an any general experiment. This is performed by simply observing good separation between photoluminescence intensity peaks, or filtering out quantum dots with low brightness contrast.

## 2. Time-dependent Poisson rates

Model. Each brightness state of the quantum dot consists of at least two Hamiltonian eigenstates: an excited state and a ground state. It is possible that there are actually many eigenstates with similar, but not quite identical, brightnesses. The thresholding procedure classifies all these eigenstates as the same brightness state. The result allows the emitting rate $\lambda_{\text {On }}$ of the quantum dot to fluctuate randomly in time resulting in an emitting process that is strongly nonstationary [61] Thermal expansion of the optical bench can also cause random changes in the instrument detection efficiency, contributing to this effect.

Simulation. As before, we simulated arrival times by subdividing a master time interval of $T=500000$ time steps into power-law sized subintervals with constants $m_{\text {On }}=1.2$ and $m_{\text {Off }}=1.1$, and sampling on and off arrival times within them. We set the single largest possible brightness duration $w_{*}^{b}$ for the bright and dark states to $8 \%$ and $1 \%$ of the master


FIG. 5. Memory and model comparison results for each memory candidate. Top rows show mean memory $\left\langle C_{\mu}\right\rangle$ and the standard deviation $\sigma\left(C_{\mu}\right)$. Bottom row shows the proportion of simulations which preferred the $\epsilon$ MM hypothesis. The scale of the $y$ axes in each row is consistent across subfigures. (a) Memory and model comparison as a function of on and off peak overlap quantified by BCS in Eq. (19). (b) Memory and model comparison as a function of $\lambda_{\mathrm{On}}$ fluctuation strength, quantified by the variance var $\left[\lambda_{\mathrm{On}}(t)\right]$. All simulations with high fluctuation strengths $\operatorname{var}\left[\lambda_{\mathrm{On}}(t)\right]>30$ exhibit memory $C_{\mu}>1$. (c) Memory and model comparison vs probability $P_{g}$ of transitioning to any of the $N_{g}$ gray states. Each ribbon shows the mean memory and standard deviations for a blinking emitter with 1, 2, and 3 gray states. Each solid line in the model comparison histogram shows the proportion of simulations which could not be significantly explained by the AMM hypothesis relative to the $\epsilon \mathrm{MM}$, given a number of gray states. (d) Memory and model comparison vs. the brightness of an extra emitter $\lambda_{\text {Extra }}$ relative to a reference $\lambda_{\mathrm{On}}=2.5$ arrivals/ 10 time steps.
interval $T$, respectively. We chose these values of $w_{*}^{b}$ following preliminary testing which found them to be suitable for producing a wide range of simulations where on and off states could be classified from the intensity distribution. Arrival times were binned over $\Delta t=10$ time-step windows. We simulated a fluctuating bright rate by setting $\lambda_{\text {On }}$ to an initial rate of $\lambda_{\mathrm{On}}(0)=2.5$ arrivals/time step and allowing it to evolve as a random walk between the interval [0.3, 3.0] in steps of 0.1 for each bright state subinterval. The same effect could be achieved by allowing $\lambda_{\mathrm{On}}$ to fluctuate with every time step in the data, not just during bright subintervals. In practice however, locating during which brightness state allows the emitting rate to fluctuates in a blinking QD is nontrivial, hence method suffices as a simplified model. For each iteration of the random walk lower bound, we ran 50 independent simulations. Background rates were fixed to $\lambda_{\text {Off }}=0.1$. An automatic thresholding script was used to define the on and off states following the classification convention in Sec. II A from the photoluminescence intensity data where possible, after which the simulations were converted to a sequence of brightness durations and coarse-grained using the method in Sec. IIID. The $\epsilon \mathrm{MMs}$ and statistical complexities $C_{\mu}$ were inferred from each simulation by sending the coarse-grained time series into CSSR, searching at the largest possible past sequence lengths $L_{\max }$. Electing to keep the random walk step size fixed, we used the lower bound of the random walk as the key parameter which modulated the strength of the fluctuations. This is because decreasing the lower bound
allowed for a higher chance for the variance of the emitting rate fluctuations to increase. By setting the lower bound of the random walk close to the background rate $\lambda_{\text {Off }}$, the simulated effect could be achieved of the random walk of $\lambda_{\text {On }}$ tending mostly downward.

Results. Using the variance of the emitting rate random walk $\operatorname{var}\left[\lambda_{\mathrm{On}}(t)\right]$ as the summary of fluctuation strength, the response of memory $C_{\mu}$ is shown in Fig. 5(b). While an increase in additional memory is possible across most fluctuation strengths, we observe that this is rare when the fluctuations from the initial emitting rate $\lambda_{\mathrm{On}}(0)$ are small. This is evident by the strong grouping of simulations resulting in AMM structures for $\operatorname{var}\left[\lambda_{\mathrm{On}}(t)\right]<0.20$. Above this level, the proportion of simulations with an inferred memory structure significantly different than the alternating $C_{\mu}=1$ hypothesis, rises above $50 \%$ until it becomes mostly saturated at $\operatorname{var}\left[\lambda_{\mathrm{On}}(t)\right] \geqslant 0.35$. Taken together, the results in Fig. 5(b) demonstrate that even when the chemical processes which drive the fluctuations of emitting rates are random, an amount of non-Markovian memory between the lifetimes of brightness levels is incurred. There is no a priori reason to expect the random walk of $\lambda_{\mathrm{On}}$ as implemented here is exactly realized in the sense that changes occur only at the beginning of bright states. However, if the emitting rate is allowed to fluctuate freely in time, the extent of the fluctuations may be estimated. This could be done by performing change point analysis (CPA) [77-80] on the intensity data. The number of change points occurring within a band of
high intensity, would give an indication of multiple bright eigenstates.

## 3. Gray states

Model. Classifying a time series of photoluminescence intensity measurements into bright and dark states is common practice in studies of blinking emitters. While we separated the photoluminescence intensity of the QDs in this study into two brightness states, there may be in general states of intermediate brightness present in quantum dot photoluminescence. The intermediate brightness states, referred to as gray states [81]. Gray states occur when a quantum dot undergoes a reversible change in chemical configuration [82], resulting in a lower, but nonzero photoluminescence quantum yield. The number of chemical configurations available is presumably large, but the number of observed quantum yield values is small. Gray states are thought to be present in a variety of systems, and can be identified as excess counts, or a bump between the bright and dark peaks in a photoluminescence intensity histogram (see Fig. 3(b) in Ref. [8]). Gray states are observed for the QDs in this study at high laser powers (300-600 nW). Although the main analysis techniques in our study used lower laser powers which excluded QDs with prominent gray states (Table I), our methodology still generalises to handle the non-Markovianity which may arise from them. Therefore, for this demonstration we set the thresholding procedure to consistently include gray states as part of the dark state. The AMM shown in Fig. 2(f) assumes only two
intensity levels, bright and dark, where a set of coarse-grained duration times is assigned to each level. One might consider adding an extra set of alphabet letters for each additional gray state. However under Eq. (8), larger alphabets limit the length of non-Markovian memory that can be inferred via CSSR. Instead, the durations of the gray states must be embedded within the bright and dark states. This would be likely to involve a memory cost for doing so which we test for here.

Simulation. To simulate a blinking emitter with a number of possible gray states, we followed the same procedure outlined in Sec. IV A, subdividing a master observation window $T=500000$ time steps into power-law-sized brightness durations with constants $m_{\text {On }}=1.2$ and $m_{\text {Off }}=1.1$. We allowed the single largest possible brightness duration for the bright and dark states to be fixed to $8 \%$ and $1 \%$ of the master interval $T$, respectively. However, instead of sampling photon arrival times alternating between the bright and dark states, we included gray states and followed a simple rule for determining how to transition between intensity levels. Among the QDs in this study that do exhibit gray states, only 1 intermediate level is present [8]. However, other systems such as perovskite quantum dots demonstrate evidence of multiple gray states [83-85], and thus we generalise to that scenario here. Given a specific number of desired gray states $N_{g}$, we let $P_{g}$ be the probability of transitioning to any one gray state from the bright or dark states. For each subinterval brightness duration, the corresponding intensity level was determined via the following $\left(2+N_{g}\right) \times\left(2+N_{g}\right)$ transition matrix:

In this example, the simulated quantum dot has a probability of $1 / 2$ to transition to either bright or dark state from any gray state, and for simplicity we deny the possibility for a gray state to transition to another gray state. When $P_{g}$ is small, the dominant dynamics are alternating between the bright and dark states, with the intermediate gray state transitions acting as noise on the photoluminescence intensity levels. We simulated up to $N_{g}=3$ gray states in this example. Each state used power-law sized subintervals with constants $m_{g}=1.2$ and allowed the largest state lifetime to be $2 \%$ of the master interval $T$. For the arrival times, we fixed the background and emitting rates to be $\lambda_{\text {Off }}=0.1$ and $\lambda_{\text {On }}=2.5$. Photon arrival rates for each gray state were evenly spaced between the interval [ $\lambda_{\text {On }}, \lambda_{\text {Off }}$ ]. Arrival times were binned over $\Delta t=10$ time-step windows. The probability $P_{g}$ of entering into any gray state was varied between 0.05 and 0.5 . For each iteration we ran 50 independent simulations. Each simulation of intensity data was then sent through a thresholding algorithm, coarse-grained, and passed into CSSR at the longest Markov
order $L_{\text {max }}$ available. The response of $C_{\mu}$ with respect to $P_{g}$, in addition to the nLLR testing is shown in Fig. 5(c).

Results. On average, non-Markovian memory increases with the overall probability $P_{g}$ of entering into a gray state. The increase is shown to be proportional to the number of additional gray states $N_{g}$ simulated in this example. Both of these effects can be attributed due to the rise in intermediate intensity levels as $P_{g}$ and $N_{g}$ increases. It should be noted that while on average memory is increased above $C_{\mu}=1$, there are still some instances where nLLR testing fails to draw a preference the $\epsilon \mathrm{MM}$ and the AMM. The lower subplot of Fig. 5 c demonstrates this. For $N_{g}=1$ the proportion of times the $\epsilon \mathrm{MM}$ is preferred over the AMM is never greater than $50 \%$, despite high gray transition probability and a mean complexity $\left\langle C_{\mu}\right\rangle>1$. This effect is reflected in a fraction of the CdSe quantum dots used in this study. At high excitation powers, nearly all quantum dots demonstrated evidence of gray states yet were better described by the AMMs. For multiple gray states however $N_{g}=2$ or 3, this is not the case. The proportion
of simulations with memory structure significantly different than the AMM rises and saturates quickly with $P_{g}$. Identifying intermediate intensity levels in a quantum dot is nontrivial when the pathways leading to their emissions are rare. In such instances, identifying their presence via photoluminescence intensity histograms alone is difficult and one would turn to more sophisticated methods [8,77,86].

## 4. Multiple emitters

Model. The final case we consider is when two independent, and blinking QDs are mistaken as a single emitter. This occurs when two quantum dots are chemically bonded together or, by chance, are so close together that an Abbe diffraction-limited microscope cannot distinguish them [87-89]. This effect was simulated by taking two blinking emitters with rates $\lambda_{\text {On }}$ and $\lambda_{\text {Extra }}$, sampling arrival times independently from each of them, and them superimposing the arrivals. The first emitter was taken as the "reference" with $\lambda_{\text {On }}=2.5$. The second extra emitting rate $\lambda_{\text {Extra }}$ was varied by iterating its value as multiples of $\lambda_{\mathrm{On}}$, ranging from $0.1 \lambda_{\mathrm{On}}$ to $2.0 \lambda_{\mathrm{On}}$. The range of the extra emitter has a dual interpretation. If $\lambda_{\text {Extra }}=\lambda_{\text {On }}$, then the simulation mimics two quantum dots with the same quantum yield. Otherwise, it mimics two quantum dots with different quantum yields.

Simulation. For each iteration of $\lambda_{\text {Extra }}, 25$ independent simulations were run. Background rates for were fixed to $\lambda_{\text {off }}$. The single longest subinterval brightness duration $w_{*}^{b}$ for the reference and extra emitter were set to $8 \%$ and $0.6 \%$ of the master interval $T=500000$ time steps. For the background, this was set to the usual $1 \%$. Power law constants for the size of the subintervals were $m_{\text {On }}=m_{\text {Extra }}=1.2$, and $m_{\text {Off }}=1.1$. After superimposing the reference and extra emitter's arrival times, the data was binned over $\Delta t=10$ time-step windows to obtain the photoluminescence intensity sequence. These sequences where split into on and off categories and then converted into a sequence of coarse-grained state lifetimes. The memory structure was inferred from the simulations via CSSR, and nLLR tests were performed for each.

Results. Figure 5(d) shows the response of memory $C_{\mu}$ against the ratio $\lambda_{\text {Extra }} / \lambda_{\text {On }}$, in addition to the nLLR model comparison. Aside from minor statistical fluctuations for $\lambda_{\text {Extra }} / \lambda_{\mathrm{On}} \geqslant 1.4$, the memory obtained by introducing a second blinking QD is observed to not increase above $C_{\mu}=1$ for a large range of relative difference in emitting rates. A highmemory region between $0.2 \leqslant \lambda_{\text {Extra }} / \lambda_{\text {On }} \leqslant 0.4$ is identified where the majority of simulations prefer the $\epsilon \mathrm{MM}$ over the AMM. At this proportion of relative emitting rates, the extra QD has a rate positioned in between the background $\lambda_{\text {off }}$ and reference $\lambda_{\mathrm{On}}$ rates. This leads to a similar scenario mentioned in Sec. IV C 1 where the excess of intensity counts between the on and off peaks causes correlations between the state lifetimes, due to classification ambiguity by the threshold procedure. However, the photon antibunching and excitation intensity dependence [8] are distinct from gray state phenomena.

## v. CONCLUSION

We have shown that memory is observed in the sequences of on and off state durations by using tools from computa-
tional mechanics and hypothesis comparison. By modeling models of memory as hidden Markov models, we have devised a model comparison method and ruled out the AMM model which corresponds to trivial memory in the data. For $90 \%$ of the 100 nW and 200 nW QD data used in this study, the statistical test preferred the non-Markovian $\epsilon$ MM over the AMM when past sequence lengths $L_{\text {max }}>1$ were taken into account (Table I). Preferring the $\epsilon \mathrm{MM}$ over trivial memory indicates the existence of long-range correlations between the amount of time a QD spends in the on or off state. We highlight that the duration histograms used in characterizing QD blinking behavior, as well as correlation functions are unable to reveal non-Markovianity, and we show that observing them to be exponential or power-law distributed gives no information regarding this (Fig. 3).

By pairing our methods with a robust simulation, we were able to simultaneously rule out or associate memory in QD simulations to a number of specific chemical, physical, and experimental effects. Specifically, low state contrast, fluctuating emitting rates $\lambda_{\mathrm{On}}$, and the presence of gray states were all associated with the presence of memory for simulated data. In relation to the experimental data, gray states were not present in the 100 and 200 nW range, and hence not a cause for the observed memory. Although further experimental analysis outside the scope of this paper is required to determine the relevancy of on and off contrast [Eq. (19)] and fluctuating $\lambda_{\text {On }}$ as cause for memory in our data, we have discussed ways to identify them from QD blinking data in their relevant sections. For example, while the fluctuating emitting rates examined the possibility for similar brightness eigenstates in the QDs, they were also a way of introducing nonstationarity into the simulations. It is known, however, that power-law distributed on and off duration times contribute to the nonstationarity of the intensity dynamics of blinking quantum dots [21,43-45]. Hence, there is room for further exploration of nonstationarity and its relation to memory in future analyses of QDs. We also ruled out time binning, detector errors, and extra identical emitters as effects associated with memory, in both the simulations and experimental data.

It is tempting to assume the aforementioned effects associated with memory may be explained simply due to ambiguity in on and off state classification, observed via an excess in events between on and off peaks [Fig. 1(f)] [90-92]. However, we discussed using the gray state example in Sec. IV C 3 why this is not so. This affirms the notion that the observation of memory in both data and simulation involves more than just any process which results in low on and off state contrast. This counters the argument that memory in blinking QD data can be solely inferred from the intensity histograms, and strengthens the foundation of our analysis.

Although we considered specific examples in Sec. IV C, our methods are general enough to be applied to other chemical systems. One way to test for other intrinsic memory processes would be to perform this analysis on QD data over a range of compositions and measurement techniques. For example, observing memory in systems with blinking rates different to those seen in our data [35], would be an indicator of other chemical processes which involve memory that we have yet to identify. Furthermore, that information could be used to predictably determine the conditions and effects
required for unblinking dots in general. The results for the QDs in this study excited at high laser powers (Sec. IIID) present an example where experimental conditions can be associated with non-Markovianity.

Overall, finding memory in QD blinking has allowed us to relate it to specific physical influences that can be experimentally verified. The examples considered in this study are by no means a complete list [82]. Yet we are confident that the rejection of time binning [Fig. 1(c)] and systematic false off or background errors introduced via the detector (Sec. IV B) as sources of memory, ensures the robustness of our methods to be applied to a wide variety of data measured under similar assumptions.

Ultimately what can be predicted is still an open question which will require more collaboration between chemistry and information theory. For quantum dots with memory, each $\epsilon \mathrm{MM}$ has a drastically different graph structure. This difference could be related to differences in quantum dot crystal or surface structure. Our methods do not determine that an $\epsilon \mathrm{MM}$ is a correct model of quantum dot memory. It is possible that substantially larger datasets would reveal a better model, which might be a slight modification of the $\epsilon \mathrm{MM}$ found here, or a model with far more memory. However, the scope of potential questions that may be answered via our methods is large. This is made possible by the scalable design which can readily accept longer data, and requires only that the number and outcomes of measurements are finite. Even if this is not the case, there is a body of theoretical work covering HMMs and memory in such cases [72,93,94], thus making a pathway for our procedure to be extended to more general data. In any case, the observation of memory in QD blinking and its relation to chemical processes in our study, serves as a first step towards discovering a richer and practical understanding of quantum dots. If we can identify a chemical synthesis method that causes quantum dots to "remember" a hidden Markov model that increases their time-averaged quantum yields, then quantum dot lighting will become more efficient.
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## APPENDIX A: OVERVIEW OF CSSR ALGORITHM

As mentioned in Sec. IIIB, non-Markovianity in a sequence of observations is related to the dependence of future outcomes to past sequences. The equivalence relation in Eq. (6) formally captures this notion. The CSSR algorithm [28] is able to infer the non-Markovianity in a time series by estimating this equivalence relation. Here we briefly outline how CSSR does this and the relation to two example $\epsilon$-machines.

$$
(\mathbf{a})
$$


(b)


FIG. 6. Example $\epsilon$-machines illustrate the connection between their structure and the equivalence relation in Eq. (6). Both examples consider past sequences up to length $L_{\max }=3$ of a binary time series where the only possible outcomes in $\mathcal{A}$ are either a 0 or a 1. (a) Example of the $\epsilon$-machine for a memoryless binary time series. Because the future probability of observing a 0 or a 1 are independent of all past sequences of length 3 , the single causal state $A$ groups them all together. The $*$ prefix is notation to include any possible sequence containing its suffix. This $\epsilon$-machine is what results from a coin toss-no matter what past sequence has been observed, the probability of flipping a heads $P(1)$ or tails $P(0)$ is unchanged. (b) Example of the $\epsilon$-machine for an alternating binary time series. Here there are two causal states $A$ and $B$. For this sequence which emits a $010101 \ldots$ pattern, only the last observation determines the probabilities of future outcomes, even though in this example sequences up to length -3 are considered. Since all length- 3 sequences ending in 0 result in equivalent future behavior, they are grouped in causal state $A$, and vice-versa for those ending in 1.

Recall that the set of all past observations resulting in statistically identical future behavior are grouped together inside the same causal state-this is the statement made by the equivalence relation. A fair coin toss is an example of a process where all past observations lead to the same future behavior. Equivalently, the probability of future outcomes is independent of any past sequence that may be observed. By this notion, there will only be a single causal state that contains all possible past sequences up to some length [Fig. 6(a)], and hence its memory will be zero via Eq. (7). It is clear that a process with memory will be associated with an increase in the number of causal states since some past sequences will require to be split off into a separate causal state [see example in Fig. 6(b)]. This is the main concept behind how the CSSR algorithm infers the minimal memory model (the $\epsilon$-machine): it starts by assuming that a time series is memoryless with only


FIG. 7. Power of statistical framework in response to data length and false-off noise in simulations of memoryless blinking QDs. The vertical axis shows the probability of the hypothesis test making a type-II error is $P$ (fail to reject $\mathrm{AMM}_{\xi \in 0}$ ). The horizontal axis is the false-off error probability $\xi$ in the simulated data. Hypothesis testing performed using a zero-noise, trivial memory model $\left(\mathrm{AMM}_{\xi=0}\right)$ as the null and a high-noise, trivial memory model $\left(\mathrm{AMM}_{\xi=0.5}\right)$ as the alternate hypotheses.
a single causal state and only creates more if Eq. (6) cannot be met.

The algorithm takes in as input a time series $\mathbf{r}$, a library of possible outcomes that can be found in the time series $\mathcal{A}$, the maximum length of past sequences the user wishes to consider $L_{\max }$, and a tolerance parameter $\sigma=0.001$. The algorithm starts with the memoryless base assumption, and creates a single, empty causal state. Then starting at sequence length $L=0$ and iterating up to $L=L_{\text {max }}$, the algorithm scans through $\mathbf{r}$ and estimates the probabilities of observing all possible future outcomes $r_{k} \in \mathcal{A}$ conditional on having observed each past sequence of length $L$ prior: $P\left(r_{k} \mid \hat{r}_{L}\right)$. To test whether the probability of future outcomes based on these past sequences belong in the same or different causal state, the algorithm at each $L$ step compares the aforementioned probabilities to the expected future behavior given any of the past sequences contained in any of the causal states it has so far reconstructed, $P\left(r_{k} \mid \mathcal{S}=S_{i}\right)$. This happens by comparing the probability distributions via the Kolmogorov-Smirnov (KS) test [95,96]. The hypothesis that $P\left(r_{k} \mid \dot{\mathbf{r}}_{L}\right)$ and $P\left(r_{k} \mid \mathcal{S}=S_{i}\right)$ are identical is rejected by the KS test at the significance level $\sigma$ when a distance $\mathcal{D}_{K S}$ is greater than a critical value depending on $\sigma$ [97]. If no rejection happens for a specific sequence, then it is added as a sequence for the causal state matching its future statistics. If the past sequence results in future behavior significantly different to the sequences currently in all existing causal states, then a new causal state is created to accommodate the future behavior caused by observing the anomalous sequence. Since this splitting of new states happens via the rejection of the KS test, the significance $\sigma$ represents the type-1 error of mistakenly creating new causal states [98]. Once all past sequences up to $L=L_{\text {max }}$ have been examined and all causal states have been established, the data $\mathbf{r}$ can at each time step be synchronised to a specific causal state.

From here CSSR calculates the probabilities from transitioning between causal states. By constructing new causal states only as necessary, the algorithm guarantees a minimal model that describes the non-Markovian behavior of the data (up to a given Markov order), and hence the corresponding $\epsilon$-machine of the process.

## APPENDIX B: DATA QUALITY FOR HYPOTHESIS TESTING

The reliability of the hypothesis comparison methods in Sec. III C depends on the length and quality of data sequences available in an experiment. The reliability of a hypothesis test is often characterized by the probability for the test to reject the null when the alternate is true. By exploring this quantity as a function data length and data quality, we devised a scenario using simulated AMMs to provide an estimate on the data conditions needed to use the methods presented in this paper. This is especially relevant in the discussion of power-law distributed processes as we find here, in which many quantities of interest can depend on the observation length. Possible consequences include ageing and ergodicity breaking, and may have implications in the ability of our statistical framework to infer non-Markovianity $[9,43]$.

This was done as follows: A sequence of AMM state durations $\mathbf{w}$ following Eq. (2) was simulated using an AMM [Fig. 2(e)]. Copies of $\mathbf{w}$ were made and false-off errors (Sec. IV B) were introduced at constant probabilities between $\xi=[0.1,0.5]$. All sequences were compressed using Eq. (12) to form sequences $\mathbf{c}$ following Eq. (13).

We fit two AMMs from the compressed sequences [Fig. 2(f)]: one from the sequence with no error, and another from the sequence with $50 \%$ false-off error. To distinguish them, we labeled them by the amount of false off error, e.g., $\mathrm{AMM}_{\xi=0.5}$. We defined $\mathrm{AMM}_{\xi=0}$ as the null hypothesis and $\mathrm{AMM}_{\xi=0.5}$ as the alternate hypothesis. We performed nLLR testing between them using the cloned sequences, truncating them at varying lengths $N$. Tests were performed at a significance level $\alpha=0.01$.

The results shown in Fig. 7 demonstrate that an increase in the length of data dramatically improves the ability of the test to reject the null when the data approaches being better described by the alternate model. While for the extreme cases of short data sequences $N=10^{1}$ and $N=10^{2}$, the hypothesis test struggles to distinguish between the two example models, a length of $N=10^{3}$ appears sufficiently accurate. Ultimately the point at $\xi=0.5$ is when $H_{1}$ is true. Since sequences $N \geqslant 10^{3}$ always reject $H_{0}$ at this point, the statistical power of the test is very high in this example.

The point at which the curve goes below 0.5 on the $y$ axis is where the hypothesis test is able to identify perturbations in the data above chance. For increasing $N$, this occurs at smaller error rates, indicating that the increased sequence lengths increase the sensitivity of the hypothesis testing. For $N=10^{5}$ this happens at around $\xi \approx 0.15$ which is assumed to be far above what is generally present from an experiment. This implies that the hypothesis test can be reliably performed without modeling the specific error.

While comparing between the two models mentioned here is a specific example, this demonstration serves as a heuristic

TABLE II. Supplementary time-series information for data in Table I. The total observation time for each dot is the length of the intensity sequence multiplied by 10 ms . Number of blinks is defined as the total number of "On $\rightarrow$ Off" transitions in the data, not to be confused with the total on and off duration sequence length. Power-law constants for on and off conditions are estimated via a nonlinear fit and shown with $95 \%$ confidence intervals. The alphabet size $|\mathcal{A}|$ is the combined number of unique on and off durations in the data, following the compression rule in Eq. (12).

| QD | Intensity sequence length ( 10 ms bins) | Num. blinks | Power-law constant $m$ in Eq. (3) (On, Off) | Postcompression alphabet size | $\begin{gathered} \text { Num. states } \\ \text { inferred } \\ \left(L_{\max }=1 \text { to } 4\right) \end{gathered}$ | Num. nonzero HMM transitions inferred $\left(L_{\max }=1 \text { to } 4\right.$ | Laser Power |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 30025 | 941 | $1.423_{-0.007}^{+0.007}, 1.650_{-0.005}^{+0.005}$ | 8 | 2,7,8 | 9,22,25 | 100 nW |
| 4 | 35995 | 631 | $1.497_{-0.009}^{+0.008}, 1.553_{-0.012}^{+0.012}$ | 8 | 2,7,7 | 9,24,25 |  |
| 5 | 31910 | 784 | $1.254_{-0.007}^{+0.007}, 1.687_{-0.006}^{+0.006}$ | 8 | 2,4,4 | 8,14,14 |  |
| 6 | 32054 | 989 | $1.359_{-0.011}^{+0.010}, 1.761_{-0.005}^{+0.005}$ | 7 | 2,6,6 | 8,20,20 |  |
| 7 | 87658 | 843 | $1.247_{-0.002}^{+0.002}, 2.055_{-0.012}^{+0.011}$ | 8 | 2,4,5 | 8,15,18 |  |
| 1 | 30304 | 880 | $1.330_{-0.008}^{+0.007}, 1.437_{-0.012}^{+0.011}$ | 7 | 2,4,4 | 8,14,14 | 200 nW |
| 2 | 46328 | 883 | $1.002_{-0.043}^{+0.043}, 1.228_{-0.004}^{+0.004}$ | 6 | 2,4,4,15 | 6,12,12,36 |  |
| 4 | 43615 | 1080 | $1.293_{-0.012}^{+0.012}, 1.671_{-0.008}^{+0.008}$ | 6 | 2,4,4,8 | 6,12,12,21 |  |
| 6 | 20403 | 439 | $1.242_{-0.018}^{+0.018}, 1.381_{-0.009}^{+0.008}$ | 7 | 2,2,2 | 8,8,8 |  |
| 7 | 36046 | 428 | $1.363_{-0.010}^{+0.010}, 1.496_{-0.021}^{+0.020}$ | 7 | 2,5,5 | 9,17,18 |  |

example. In the framework of blinking data in general, we estimate sequence lengths $N \geqslant 10^{3}$ (i.e., $10^{3}$ blinks) and false-
off error rates $\xi<0.15$ are optimal for our methods. Both of these are achievable in the majority of blinking experiments.
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